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INTRODUCTIONINTRODUCTIONINTRODUCTIONINTRODUCTIONINTRODUCTION

Any of the machine-readable lexical
databases modeled after the Princeton WordNet
is called wordnet. WordNet is a lexicon - a
database of over a hundred thousand words with
meanings and a complex architecture of word
links. In the field of computational linguistics, the
problem is generally called word sense
disambiguation (WSD), and is defined as the
problem of computationally determining which
“sense” of a word is activated by the use of the
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ABSTRACTABSTRACTABSTRACTABSTRACTABSTRACT

In computational linguistics, word-sense disambiguation (WSD) is an open problem of
natural language processing, which governs the process of identifying which sense of a word
(i.e. meaning) is used in a sentence, when the word has multiple meanings. Research has
progressed steadily to the point where WSD systems achieve sufficiently high levels of accuracy
on a variety of word types and ambiguities. A rich variety of techniques have been researched,
from dictionary-based methods that use the knowledge encoded in lexical resources, to
supervised machine learning methods in which a classifier is trained for each distinct word on
a corpus of manually sense-annotated examples, to completely unsupervised methods that
cluster occurrences of words, thereby inducing word senses. Among these, supervised learning
approaches have been the most successful algorithms to date. The senses of a word are
expressed by its WordNet synsets, arranged according to their relevance. The relevance of
these senses are probabilistically determined through a Bayesian Belief Network. The main
contribution of the work is a completely probabilistic framework for word-sense disambiguation
with a semi-supervised learning technique utilising WordNet. Word sense disambiguation is a
major problem in many tasks related to natural language processing. This paper aims to
enriching wordnet for word sense disambiguation by adding some extra features to wordnet
that may enhance the efficiency of knowledge-based contextual overlap WSD algorithms
when they are used on wordnets.
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word in a particular context. WSD is essentially a
task of classification: word senses are the classes,
the context provides the evidence, and each
occurrence of a word is assigned to one or more of
its possible classes based on the evidence. This is
the traditional and common characterization of
WSD that sees it as an explicit process of
disambiguation with respect to a fixed inventory
of word senses. Words are assumed to have a finite
and discrete set of senses from a dictionary, a
lexical knowledge base, or an ontology (in the
latter, senses correspond to concepts that a word
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lexicalizes). Application-specific inventories can
also be used. For instance, in a machine translation
(MT) setting, one can treat word translations as
word senses, an approach that is becoming
increasingly feasible because of the availability
of large multilingual parallel corpora that can
serve as training data. Word sense ambiguity is a
pervasive characteristic of natural language. For
example, the word “cold” has several senses and
may refer to a disease, a temperature sensation,
or an environmental condition. The specific sense
intended is determined by the textual context in
which an instance of the ambiguous word
appears. In “I am taking aspirin for my cold” the
disease sense is intended, in “Let’s go inside, I’m
cold” the temperature sensation sense is meant,
while “It’s cold today, only 2 degrees”, implies the
environmental condition sense. To make word
sense disambiguation more clear let’s take another
example-

TTTTTypes Knowledge-Bases for Wypes Knowledge-Bases for Wypes Knowledge-Bases for Wypes Knowledge-Bases for Wypes Knowledge-Bases for Word Senseord Senseord Senseord Senseord Sense
Disambiguat ionDisambiguat ionDisambiguat ionDisambiguat ionDisambiguat ion
English Dictionary:English Dictionary:English Dictionary:English Dictionary:English Dictionary: A reference book containing
an alphabetical list of words, with information
given for each word, usually including meaning,
pronunciation etc.During the early 1980s,
machine-readable dictionaries became a
popular source of information for word sense
disambiguation algorithms.

Thesaur iThesaur iThesaur iThesaur iThesaur i
A word can appear in any number of

different categories, although each of these
categories is usually a distinct word sense.

FrameNetFrameNetFrameNetFrameNetFrameNet
The project has been in operation at

the International Computer Science Institute in
Berkeley since 1997. FrameNet is based on a
theory of meaning called Frame Semantics.
FrameNet has developed a visualization tool for
viewing the relations between frames and their
frame elements. The basic idea is straightforward:
that the meanings of most words can best be
understood on the basis of a semantic frame: a
description of a type of event, relation, or entity
and the participants in it. For example, the concept
of cooking typically involves a person doing the
cooking (Cook), the food that is to be cooked

(Food), something to hold the food while cooking
(Container) and a source of heat (Heating
instrument).

WordNetWordNetWordNetWordNetWordNet
WordNet is a semantic lexicon for the

English language  created by Princeton University.
WordNet groups English words into sets of synsets.
WordNet distinguishes between nouns, verbs,
adjectives and adverbs because they follow
different grammatical rules. The goal of WordNet
was to develop a system that would be consistent
with the knowledge acquired over the years about
how human beings process language

Proposed WordNet StructureProposed WordNet StructureProposed WordNet StructureProposed WordNet StructureProposed WordNet Structure
We introduce a new WordNet database

relation structure that keeps two more informative
fields in addition to the five principal informative
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fields which are found in the Princeton University’s
English WordNet database relation structure. The
description of the fields is presented below:

The introduction of a “frequently used” or
“highly expected” field in the synset structure of
wordnets can scale-up the efficiency in
determining winner sense of a polysemous word,
as these highly related words will enrich the sense
bag with more information, thereby enhancing
the chances of appropriate overlap. For example
the following list of terms may be considered as
“highly expected” or “frequently used” with the
concept of “computer”:

1: Central Processing Unit
2: Keyboard
3: Mouse
4: Monitor
5: Universal Serial Bus
6.USB Stick

Thus putting the above list in the synset
structure of the most appropriate sense of
“computer” will result in attaining high degrees of
overlap with sentences comprising of the word
“computer” and several of the words from the
above list.

we should try to capture the distributional
constraints and other such relationships between
different concepts of WordNet into account. For
example the concepts of “cigarette” and “ash”
have a relationship between them. If we keep
information about this relationship in the WordNet
then it will certainly be helpful in sense
disambiguation of concepts of “ash” and
“cigarette”. If required, we may keep on enriching
information related to such relationships between
concepts in the WordNet. Incorporation of such
relationships in the WordNet will increase the
efficiency of knowledge-based contextual
overlap WSD algorithms.

For each concept of the WordNet we must
keep multiple glosses (explanations) for that sense.
The phrases for the glosses must be made up of
diverse vocabulary or words that are frequently
used with that concept. This is because contextual
overlap based WSD algorithms are usually very
sensitive to the exact wording used in the
definitions. So the absence of some words in the
glosses for a sense s of a word w can radically
change the overlap result, as glosses form the
primary ingredient to the sense bag. The idea if
implemented will increase the chances of overlap
with the most appropriate sense of the concept in
question using a Lesk like algorithm for WSD.
However the decision on the choice of most
frequently used words and/or phrases may be a
tedious task for a lexicographer involved in
designing the glosses for the concept. Introducing
such additional fields may have will certainly
enrich the sense bag with more information
leading to high degrees of overlap for the most
appropriate sense of a word.

Proposed approach has three additional
fields which help in enriching the wordnet for word
sense disambiguation.

CONCLUSIONCONCLUSIONCONCLUSIONCONCLUSIONCONCLUSION

In the present work I have presented a
new WordNet database relation structure. The new
database relation structure ensures enriching of
the sense bag with more information leading to
higher degrees of overlap for the most appropriate
sense of a word in question, thereby achieving
better quality word sense disambiguation of
senses. By conducting experiments, I have verified
that the introduction of these informative fields
nicely enhances the efficiency of knowledge-
based contextual overlap dependent WSD
algorithms.I have used the Lesk Algorithm to do
word sense disambiguation. My results indicate
that the WSD based on proposed Wordnet is better.
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