A metrics suite for measuring class interaction at run time through DCM
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ABSTRACT

The first step taken while developing software, by an analyst is to construct a sequence diagram which describes the interaction that must occur between classes. The sequence diagram does not show the interaction of classes at run time. It shows static coupling, i.e. it only acknowledges the number of interactions between the classes. There have been many studies done regarding the relationship between coupling and external quality factors of object-oriented software. A common way to define and measure coupling is through structural properties and static code analysis. However, because of polymorphism, dynamic binding, and the common presence of unused or dead code in commercial software, the resulting coupling measures are not precise as they do not perfectly reflect the actual coupling taking place among classes dynamically. This paper proposes the use of the estimated frequency of the use cases and propagates these frequencies through the sequence diagram to estimate dynamic coupling. This can be done by using Dynamic Clustering Mechanism (DCM) in which classes which interact with high frequency are clustered or grouped together (called as hot spots), which are highly dynamically coupled. With this evaluation we will be able to determine which hot spot are indeed relevant and actually deserves close attention from the designer w.r.t design of each class.
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INTRODUCTION

It has been widely recognized that an important component of process improvement is the ability to measure the quality of process. Even if the central role of software development plays in the delivery and application of the software, managers are increasingly focusing on process improvement in the software development area. This emphasis has had two effects. The first is that this demand has encouraged the provision of a number of new and/or improved approaches to software development. Second, the focus on process improvement has increased the demand for software measures, or metrics with which to manage the process. The need for such metrics arise when an organization is adopting a new technology for which "establish practices have yet to be developed."

Given the importance of object-oriented development techniques, one specific area where this has occurred is coupling measurement in object-oriented systems. Object-oriented technologies are becoming inclusive in many software development organizations. The goal is to provide a scientific foundation for the engineering of object-oriented software.

Typically, object-oriented methodologies propose grouping classes into subsystems during the analysis phase in order to reduce the application complexity. A subsystem consists of a set of classes that are highly coupled. Other classes, with low coupling, are outside the subsystem. Coupling is a measure of the strength of association established by a connection from one entity to another. Classes (objects) are coupled three ways:

• When a message is passed between objects,
the objects are said to be coupled.

- Classes are coupled when methods declared in one class use methods or attributes of the other classes.
- Inheritance introduces significant tight coupling between super classes and their subclasses.

Stevens et al., who first introduced coupling in the context of structured development techniques, define coupling as “the measure of the strength of association established by a connection from one module to another”. Therefore the stronger the coupling between modules, i.e., the more inter-related they are, the more difficult these modules are to understand, change, and correct and thus the more complex the resulting software system. Coupling can be due to message-passing among class instances (dynamic coupling) or through static coupling. It has been noted that it is desirable that classes communicate with as few others as possible and even then, that they exchange as little information as possible. Coupling relations increase complexity, reduce encapsulation and effective reuse, and limit maintenance.

Coupling between objects (CBO) is a count of the number of other classes to which a class is coupled. It is measured by counting the number of distinct non-inheritance related class on which a class depends. Excessive coupling is unfavorable to modular design and prevents reuse. The more independent a class, the easier it is to reuse in another application. The larger the number of couples, the higher the sensitivity to changes in other parts of the design and thus maintenance is more difficult. Strong coupling complicates a system. Complexity can be reduced by designing systems with the weakest possible coupling between modules. This improves modularity and promotes encapsulation. CBO evaluates efficiency and reusability.

Previous Work Done

The concept of coupling has been extensively discussed in the literature. Originally it was used for accessing modules in structured design\textsuperscript{1,2}. Coupling is the interconnection that occurs between modules.

Henderson-Sellers\textsuperscript{5} describes various approaches into inheritance coupling and class coupling. Booch\textsuperscript{3} classifies these same two kinds of coupling as generalization/specialization and peer-to-peer coupling. Berard\textsuperscript{8} also presents an extensive discussion on the different possible ways of measuring class coupling. He classifies class coupling into interface coupling and internal coupling and outside internal coupling.

Another approach is Object-Oriented Methodology. This proposes grouping of classes into subsystems during the analysis phase in order to reduce complexity\textsuperscript{4,6,7}. A subsystem is a set of classes that are highly coupled. Coupling between two classes measures how much these classes depend on each other for accomplishing their responsibilities\textsuperscript{6}. Responsibilities are the methods expressed by a class through its interface. Each sub-system can be designed independently and simultaneously to speed up the design process. But there is no precise way for identifying subsystems. This is a very subjective process in the sense that the resulting subsystem depend on who is analyzing the object interaction.

Our work focuses on peer-to-peer coupling at class level. None of the approaches we have just described have frequency associated with class interactions. That is, none of these metrics consider dynamic coupling.

Proposed Method

Dynamic Coupling Measurement

Typically, a development lifecycle consists of three main phases: analysis, design and implementation\textsuperscript{9}. We apply DCM during the analysis phase of a use case driven, object-oriented methodology\textsuperscript{4}, where class interactions are derived from use case description. For each use case a sequence diagram is constructed which describes the sequence of class collaboration that must occur so that the use case is executed.

Assumptions

As the DCM is applied during the analysis phase, no implementation details is required thus we are not concerned with the message content(parameters) and the amount of processing work that each class has to execute to fulfill its
responsibilities. The DCM takes as input interactions between classes and not between objects. So we sum up the interactions for objects of class appearing in various sequence diagrams to get interaction between classes. DCM considers only concrete classes that interact and we also consider that this concrete class has already inherited the methods of its super class.

Assigning frequencies to Use Cases

We classify the refined use cases into two categories: Terminal use cases and internal use cases. A use case is considered terminal if it is neither extended nor used by any other use case, others are called internal use case.

We define the frequency of a terminal use case as the number of times that this use case occurs within a given interval. These frequencies are provided by the users. The interval is determined so that all terminal use cases occur at least once through all the use cases that it extends. If the terminal use case extends more than one use case, then the user must give the frequency with which this use case extends each of the other use cases.

For determining the frequency of internal nodes we first consider the ‘extends’ relation and then the ‘uses’ relation. The frequency of internal node which is extended by one or more use cases is equal to the sum of the frequency of each use case that extends it. After this, we proceed by assigning the frequency to internal nodes that are used by other use cases. This is done by adding the frequencies of all use cases that use that internal node.

The frequency of the use case is propagated to the collaborations in its respective sequence diagram. As each of these collaborations may occur in more than one use case, the frequency of the collaborations in the collaboration graph (CG) is given by sum of all the frequencies from the sequence diagrams in which this collaboration occurs.

The Input

The Interaction Graph (IG) is derived from CG which is given as an input to DCM. In the IG, vertices represent classes and edge represents the interaction between the classes. The weight of an edge is the frequency with which the two connected classes interact. Interaction frequency between the classes is calculated by summing up the interaction frequency of the collaboration between those classes.

The Process

The DCM takes IG as input and starts by creating one cluster for each class, called as singleton cluster. The DCM also takes Cluster Threshold (CT) as an input. If two classes interacting with each other with a frequency greater than CT, and the belong to different clusters, then we must be combine the two clusters. CT is the minimum interaction frequency between two classes that will promote combining their respective clusters.
4. **The Algorithm for DCM:**

1. For each class we will make a Singleton Cluster (i.e. cluster with only one class).
2. Now for each interaction between these classes, if:
   a. Class A and B belong to different cluster.
      AND
   b. Interaction frequency between Class A and Class B is greater than Threshold Frequency, THEN
   c. Merge the two classes into one cluster.
3. Repeat step 2 till all the interaction between different classes is assessed.

Merging two clusters replaces those with a single cluster, which is the union of the two original clusters.

**The Algorithm Definition and Properties**

**Definition 1:** Two classes A and B directly interact, if either A invokes a method from B or B invokes a method from A, or both.

**Definition 2:** A path between two distinct classes A and A_n is sequence \(<A_1, ..., A_n>\) of classes where classes A_j and A_{j+1} directly interact with a frequency \(F_j > CT\), for \(j = 1, ..., n-1\).

**Assessing Hot Spots**

When we run the above algorithm with respect to a given threshold we won’t be able to capture all the different hot spots of the application. That is because, for a given threshold, all the classes that have their maximum interaction frequency below the current threshold will not be clustered. Thus we will be running our algorithm at different frequencies. For different values of threshold frequency, we will get different hot spots.

Now to assess the importance of the hot spots with respect to class development at design and implementation phase, we have a metric system.

We add up the frequencies of the classes inside the cluster (IN) and also add up the frequencies of the interactions crossing the cluster boundary (OUT).

- If \(IN > OUT\): The activities inside this cluster are highly used by the application, and therefore should be carefully designed.
- If \(IN <= OUT\): The activities are not so frequent when compared with the frequency that classes inside the cluster interact with classes outside the cluster.

**Experimental Results**

We have tested the DCM along with the metric with the Grader system[10]. We constructed the use case models and respective sequence diagrams, collaboration graph and interaction graph for the application. We also represent the interaction graph as a matrix in a similar way with the difference that each cell has the frequency with which the row and column classes interact.

For the application we use the following scenario:

- Assign frequency to the refined use cases using the assignment procedure.
- Run the DCM with threshold equal to each of the possible frequency values assigned to the use cases.
- For each run, apply the metric proposed in the previous case.

We repeated this scenario many times for each of the applications, each time assigning different frequencies to the use cases. We decided to vary the threshold according to the possible frequency values assigned to the use cases so that we could analyze how classes were dynamically coupled with respect to the use cases (which represent application processing).

**Grader System**

The Grader System has 42 use cases in the refined use case model and 69 classes[10]. In this section, we discuss the results after running the DCM with the Grader System where the terminal use case frequencies were provided by the application users. The frequencies for internal use cases were derived using the assignment process and the interval considered for the use case frequencies was equal to one school term.

We also tested the DCM with the Grader System on many other scenarios with different frequencies for the terminal use cases, but in general the results were similar to those that we present next.
Tables A and B present the results for this scenario. Table A shows the number of singletons and non-singleton clusters identified at a given threshold, the number of classes inside the cluster and the values for the metrics variables (IN and OUT) along with the ratio of these values.

As presented in Table A, we vary the threshold from the lowest use case frequency, which is 2 per term, to the highest use case frequency, which is 2601 per term. Having the information about the number of use cases with respect to the current threshold, we can analyze how the classes are dynamically coupled with respect to the application processing. For the Grader System in this scenario, we observe that the number of singleton clusters does not increase significantly as the number of use cases that have frequency less than or equal to the threshold increases. That means the classes that are used by these use cases are not so tightly dynamically coupled. That behavior is also due to the fact that for each use case, the analyst assigned one control class to coordinate the activities described by use case. And these classes are not used by any other use cases, but only in the use case that they were assigned to coordinate. Therefore, when the threshold is equal to the frequency with which the use case of a control class occurs, that control class becomes a singleton cluster.

In terms of non-singleton clusters, for lower thresholds, most of the time we have only one big cluster with almost all the classes. However, applying the metric for this big cluster is not so effective. This cluster has almost all the classes and the metric does not provide any relevant information for the designers to decide for which classes they should focus their development effort. For threshold equal to 10 we have two clusters. But as depicted in Table B, one of these clusters is still the big cluster, and the other is just one small cluster with two classes. The metric for this small cluster is more effective than with the big cluster. It shows that the classes in these clusters are not so dynamically coupled. The value in the IN column is less than the value in the OUT column, which means that the activity performed by these classes are not so frequent when compared with the frequency that they interact with classes outside the cluster.

The metric is more effective for higher threshold values when the DCM identifies hot spots with classes that are more highly dynamically coupled. For the Grader System in this scenario, more significant non-singleton clusters with respect to the metric start to appear with threshold values above 600. The two non-singleton clusters that appear at this time do not have so many classes in them as opposed to the initial big cluster from lower threshold values.

They provide good hot spots for the designers. The values in the IN column for these classes are greater than the values in the OUT column, meaning that the activities performed by the classes in these clusters are highly needed by these application. Designers should carefully design these classes so that the application performance can be improved.

### Implementation

Dynamic coupling measures are integrated into existing iterative process. The first few steps are identical to the original process. The improvement is visible in the Reengineer Procedures cycle. Then comparing with the original process, Dynamic Coupling Evaluation, another step is added and Equivalence Test is enhanced.

Once a given component has been reengineered, the process is repeated and next component is reengineered, until the whole legacy system has been reengineered. The iterative model allows the coexistence of the old and new system and it can ensure the system keep working during the reengineering process. Improved process takes full advantage of the runtime information in Equivalence Test and generates dynamic coupling measures in Dynamic Coupling Evaluation phase.

1) **Analyze Legacy System**

During reengineering process, many maintenance requirements are involved which affect on different sets of components. Requirements should be managed carefully. A requirement should be hold until all relative components are replaced. The first step in the iterative process is identifying and mapping all legacy components to every maintenance requirement.
Table 1: Number of use cases, singletons and non-singleton clusters with respect to different thresholds. Results after running the DCM with the Grader System for scenario ONE.

<table>
<thead>
<tr>
<th>Threshold(T)</th>
<th>Use Case &lt; T</th>
<th>Use Case = T</th>
<th>Use Case &gt; T</th>
<th>Singleton Cluster</th>
<th>Non-SingletonCluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>40</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>2</td>
<td>31</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>1</td>
<td>15</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>2</td>
<td>18</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>18</td>
<td>2</td>
<td>20</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>1</td>
<td>22</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>22</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>26</td>
<td>1</td>
<td>15</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>27</td>
<td>1</td>
<td>14</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>245</td>
<td>28</td>
<td>1</td>
<td>13</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>440</td>
<td>30</td>
<td>1</td>
<td>11</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>600</td>
<td>31</td>
<td>1</td>
<td>8</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>2601</td>
<td>39</td>
<td>1</td>
<td>0</td>
<td>42</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Results on the relevance of each non-singleton cluster with respect to different thresholds. Results after running the DCM with the Grader System for scenario ONE.

<table>
<thead>
<tr>
<th>Threshold(T)</th>
<th>Non-Singleton Cluster</th>
<th>Classes</th>
<th>IN</th>
<th>OUT</th>
<th>IN/OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1 1 2 1 1 1 1 1 1 1 2 1</td>
<td>6 6 2 56 53 51 50 44 41 34 30 30 9 15 4</td>
<td>74635 74558 16 74448 74380 74320 74224 73874 73419 72359 70934 70934 29775 33827 20405</td>
<td>12 75 24 156 206 236 332 657 1112 1862 2427 2427 6824 2683 10565</td>
<td>6218.75 981 0.65 477.5 360.3 314.9 223.5 112.4 66.02 38.86 29.22 29.22 4.36 12.6 1.93</td>
</tr>
</tbody>
</table>
2) Classify Data
Legacy data records are other critical factor in reengineering process. They are identified and interpreted according to the background. The results include data name, data type and brief description. User can define the data type based on the different business scopes. The purpose of this step is helping software engineers understand the system data.

3) Redesign Database
In previous phase, software engineers have classified and understood the data records in legacy system very well. In this phase, software engineer can redesign the database. The guidelines are keeping primary business data which is necessary for executing business functionality, removing residual control data which are only related to legacy system implementation and enhancing or restructuring data records which are essential for implementing new system design.

4) Restore legacy components and Migrate Data
Different from previous steps, these two steps are normally executed concurrently in every iterative cycle. Before every iterative cycle, the access of all data records should be redirected in every related legacy components. These activities are named as Restore legacy components. The purpose is only making the new system compatible with the original one when the data are migrated. Meanwhile, the legacy data records are migrated from old format to redesigned database.

5) Equivalence Test
In original iterative process, engineers ensure that the functionalities and operation of the reengineered system is the same as the one before by executing all test cases to. In additional, collecting dynamic coupling data which are used to perform following Dynamic Coupling Evaluations is enhanced.

6) Reengineer Procedure
In this phase, software engineers analyze the degraded procedure and introduce suitable remedies to improve the functionality and quality requirements.

Normally, they perform three activities:
• managing the data access and their relations to present domain knowledge clearly;
• updating user interface and making it friendlier to enhance users' experiences;
• executing maintenance requirements to fulfill the functionality requirements., an additional task, collecting dynamic executing information, is added to enhance the original iterative process.

At the end of this phase, the preconditions for dynamic coupling are ready.

7) Dynamic Coupling Evaluations
This is the emphases of this paper. In reengineering projects, external quality is one of the significant standards. Software coupling measures are involved in our process to make the reengineered system reach high external quality. Evaluations on system or component level are performed by aggregating class level coupling to help software engineers improve external quality reengineer procedure phase.

8) Empty Residual DB
Our iterative process allows residual DB work with redesigned DB together. The residual DB will be removed until they are not access by reengineered system.

9) Reconstruct Documents
This phase should be executed for every phase in the process, because it is necessary to keep the documents up to data and can describe the system’s implementation.

CONCLUSION
We have proposed a Dynamic Clustering Mechanism that identifies the hot spots during the analysis phase of a use case driven, object oriented methodology by assessing class dynamic coupling. Dynamic coupling is based on the frequency with which classes interact at runtime. Class interaction frequencies are derived by propagating use case frequencies to sequence diagram. Users have to only provide frequency for the terminal use case, for the other use cases frequencies are automatically derived from these initial frequencies.
We have implemented the DCM using a simple linear algorithm. We use different threshold frequencies to create clusters. These clusters consists of highly interacting classes and dividing and allocating them to distinct network nodes would imply having communication over the network channel.
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