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AbSTRACT
 

 Creation of natural human sources to communicate with the computer is currently one of 
the greatest challenges of modern science. The speech input facility is the most user-friendly way, 
adopted by development of speech recognition based on sophisticated technologies. Scientists began 
the selection of informative signs, describing the voice signal, afterwards the task of classification of 
speech signals as a set of informative signs. The development of methods of signal processing in 
the absence of sufficient models lead to questions about the processes of generation signals using 
artificial neural networks, As a result; when building a signal processing system, the structure of 
the network should be selected; according to parameters of the signals and training network using 
an algorithm to maximize the use of the information contained in the data of the experiment. This 
article proposes the Application of wavelet transform for reduction of the value of artificial neural 
networks for speech recognition tasks this method a present Study a new modification of neural 
networks a neural network with inverse Wavelet Decomposition of the signal. For example, the 
speech recognition task, the analysis of the proposed method. The effectiveness of the method is 
proved by the results of computer simulations.
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INTROdUCTION 

 In this area, signif icant progress 
has been achieved, but the main problem of 
modern speech recognition is to achieve the 
robustness of the process. Unfortunately, programs 
that could show equivalent human quality speech 
recognition under any conditions, not yet created 
[2]. The immaturity of existing technologies is 
associated primarily with the issues of recognition of 
noisy and continuous speech.

 Known methods are various advantages 
such as good account of temporal structure 

of speech signal (shear strength), resistance 
to the variance signal resistance to noise, 
low resource consumption, size of the dictionary. but 
the problem is that for high-quality speech 
recognition to match these benefits in the same 
method of recognition

In speech recognition takes into account the 
following:
 The temporary nature of the signal.
 Speech Variation due to: local distortion of 

scale, interaction (spirit) sounds intonation, 
the human condition.

 Speech signal Variability due to: conditions 
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of entry (distance from the recording 
dev ice,  i t s  fea tu res,  e tc . ) ,  sco re 
of ambient sound (noise).

 Continuous Speech Recognition and 
Speaker independent recognition.

Speech technology
 Speech recognition is the process of 

extracting text transcriptions or some form 
of meaning from speech input.

 Speech analytics can be considered 
as the part of the voice processing, which 
converts human speech into digital forms 
suitable for storage or transmission 
computers.

 Speech synthesis function is essentially 
reverse speech analysis-they convert 
speech data from digital form to one that is 
similar to the original entry and is suitable for 
playback.

 Speech analysis processes can also be 
called digital speech coding (or encoding) 
and

 The high variability due to local scale as 
shown in [3].  processing of t ime signals 
requires devices with memory. This issue [4] calls 
the problem of temporary structures, 

 The problem of temporary distortions It 
was that speech comparison samples of the same 
class can be used only if the timescale conversions 
of one of them. In other words, say the same sound 
with different durations, and Moreover, the various 
parts of the sounds may have different duration as 
part of a class. This effect allows you to talk about 
“local distortions of scale along the time axis.

 You need to combine the advantages 
of different methods in one that leads to the idea 
of applying specialized neural networks. In fact, 
the artificial neural network technology, no limited 
in theory, perspectives and opportunities, most 
flexible and most intelligent. But the need to take 
into account the specifics of the speech signal 
the easiest to implement, through the use of a 
priori information in neural network structure, 
which requires specialization. In this work, offer 
specialized architecture neural networks with 
Wavelet Decomposition vector, or target the neural 
network with inverse Wavelet Decomposition.

Related Works
Reduce the value of artificial neural networks

 Neural network speech recognition 
scheme implies a number equal to the number of 
classes of recognition. Each entry gives a value to 
indicate the probability of belonging to a given 
class, or a measure of closeness of this fragment to 
this speech resolves to sound. For simplicity we 
confine ourselves to describing a class of pattern 
recognition. Our reasoning without losses can be 
transferred to a more general case.

 Usually the voice signal is broken into 
small pieces-frames (segments), each frame is 
subjected to pre-treatment, for example, by using 
the window Fourier transform. This is done to reduce 
space and increase of attributive stripped classes 
[5].

 As a result, each frame is characterized 
by the set of coefficients, called acoustic 

Fig. 1: diagram of the processing of speech signals planning
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character ist ic vector. Denote the length 
of the frame as t∆ , and the length of the 
characteristic vectors as afN , and the acoustic 
characteristic vector at time tnt ∆+  As )(nx .

 B this case is expected to assess 
the probability that the speech portion of the 
class at the time tn0  You must consider the voice 
signal in the final period ( )tnttnt ∆+∆− ; , where 

t∆  - the length of the frame in time, à Nn∈
. This cut is usually called a window. We have a 
neural network solution to display input parameters 
x(n0-n), x(n0-n+1), … , x(n0), … , x(n0+n-1), 
x(n0+n) the output value of the y(n0)  [6]. 

 Improving recognition quality in standard 
approach is associated usually with manipulations 
on the input signal, or selecting the conversion and 
improvement of preprocessing.

 It does not take into account that the 
output value (see Figure 1) is a function that 
depends on time, with a small velocity changes. 
To use the properties of the output signal in order 
to improve the quality of the learning process the 
authors developed technique to reduce the 
field values.

 g(f(x)) Function f(x), with its values 
E(f) one-to-one displayed on many values 
(E) approximating the neural network, When this                                            

(2.1)

and ;  (1)
I – many surplus values
 
 An excess of  neural  network for 
the region, its value or exception of surplus values 
will be referred to as the one-to-one conversion of h 
(f (x)) of the function f (x), at which many excess 
values are partially or entirely outside the field values   
()( ) ∅=E Ih \  (2).

 An example of  the except ion of 
surplus values INCE may be scaling, or multiplication 
by a factor of standard neural network has a 
limited output, that is, each component of the 
output vector is within a certain range, usually 
either ( -1.1), either (0; 1) [7]. For simplicity, we 
will assume that this range (0; 1). This means that the 
value is a hypercube. If you know that the value of 
a certain output neural network according to the 
problem conditions does not exceed a certain value
k
1

, It is advisable to increase the components of 
target vectors on k. so, we cut the excess 

values  scaling is a linear transformation-
scale components of the target vector with shift.

 that the neural network has a significant 
impact view output in the training set of the neural 

Fig. 1. A standard approach to recognition
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network. This should reduce the redundancy 
in the description of the objective function that entails 
a reduction in the values area. Therefore, the 
selection of this view is an important task of 
designing a neural network. To view target vectors 
is affectedly three factors: the chosen objective 
function, selection of presentation, reducing the 
redundancy in the description of the objective 
function, and method of reducing the field values.

 Note that the speech recognition task, you 
can reduce the value of thousands of up to three 
hundred thousand times.

Methods
 For the application of the method of 
reducing the value of artificial neural network for 
recognition of phonemic tasks we need to choose 
a target function and analyze its properties.

 One of the problems with speech 
recognition is that you cannot select a stand-

alone speech sound. The form of sound is very 
dependent on the sound environment of a Signal 
that goes after him, and the sound that goes before 
him [8].

 It is known that waveform is a smooth 
transition from one sound to another. 

 The clear boundaries between the sounds 
correctly, better to talk about the intermingling 
signals the sounds and the background of zero 
(Figure 2). 

 As a model of the phoneme in question 
proposes a model of phonemic zone is close to 
pure sound-area of phonemic another zone.

 As the target function to measure 
the similarity of pure sound, arbitrarily drawn or 
highlighted in the speech processing. let us 
introduce the similarity measure P (t, Ù)of 
the speech signal at time t the pure sound 

of Ù. Under sound refers to a signal, separately, 
without subsequent and earlier phonemes [9].

Properties of functions   P(t,Ω):
P(t,Ω)=0 and P(t,Ω)<ε0    
If the beep sound is not ε, or is not a speech anyway, 
where e on 0 threshold is close to zero; 
P (t, Ω) = 1 if the beep is sound;
P (t, Ω) Ε (0.1) in the zone of phonemic interface, 
a n d  P  i s  t h e  p h o n e m i c  s e a m l e s s l y 
interface to sound and gradually decreases in 
the phonemic joint after.
An example of a function of similarity can be seen in 
Figure 3.
in t1,t2,…,tk,… - readouts of time, ti+1=ti+∆t for 

Fig. 3: An example of the similarity function.

Fig. 4: The present configuration of the neural 
network for recognition of phonemic tasks.
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any iεN. then 

 ..(3)
Since the function, so ( ){ } 1sup =itP  and 3.1 

can be rewritten as                                                                               
..(4)

 Extend the standard configuration 
of a neural network (described in the previous 
section) so that the neural network was looking 
for a vector with length values at once M - y(n0), 
y(n0+1), … , y(n0+M), moments in time tn ∆0
, ( ) tn ∆+10  … , ( ) tMn ∆+0 . The number of input 
vectors, respectively, to increase the M - x(n0-n), 
x(n0-n+1), … , x(n0), … , x(n0+n-1), x(n0+n), … , 
x(n0+n+M-1),  x(n0+n+M).

 In accordance with the method of 
reducing the value of the select transformation that 
eliminates the redundancy in the description of the 
output signal. As in our case, it is known that [10]

 , i=1,2,3,…, It makes sense 

to replace values  on , 

Moreover , 

and   ..(5)

Convert easily to formulas 

 ...(6)

11
<<

k . Thus, the values in the interval  
redundant

  ...(7)
 Then we can scale every second output by 
a factor of.
 Compare two versions of a neural 
network. The first is with the uncalled exits, the 
second with scaled outputs. First, in the case 
of uncalled input values, the neural network is 

broader, and in order to achieve the same accuracy 
as the scaled inputs required to go through several 

iterations until accuracy is achieved 
 The resulting accuracy is less than in the 
first case. Show it.
 let be the error of the neural network 
outputs in this iteration. In this case, the error (sum 
of squares) of the first neural network will

 ...(8)

 ..(9)

The results of practical experiments
 The speech was chosen for  the 
experiments of 37 words. Verification of neural 
network with inverse Wavelet Decomposition was 
c a r r i e d  o u t  a t  t h e  i s o l a t e d  s o u n d 
recognition task ”a”. The task was complicated 
by the fact that the length of the sound in the 
varied fourfold from the minimum.

 Purpose of the experiment was to 
compare two identical neural networks with identical 
architecture, trained by the same algorithm, one 
of which it studied with the wavelet, and another 
without it [11]

 Neural network estimation was carried 
out as follows. There have been several runs of 
the system (here are the results for 20 runs). 
In each run was chosen as the test case with 
the worst result and calculated mathematical 
expectation errors on all examples of control 
sample. Based on the results of twenty runs was 
chosen the best result according to both criteria.

 During these experiments yielded the 
following results (see table 1):

 The criterion here is “No. 1” is the 
best mathematical expectation errors on the 

Table. 1: Results of the experiments.

Method Criterion No1,% Criterion No2,% dispersion

Perceptron 11,57 17,83 0,03028
Perceptron with 0,00330 0,00744 0,00016
 Wavelet module
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control sample results 20 training neural networks, 
Accordingly, the criterion of ”No. 2" is the 
best mathematical expectation the supermom errors 
on the control sample results 20 training neural 
networks.

 Based on the results of the experiments 
we can talk about very notable results. In this case, 
as you can see on the dispersion, this result is very 
resistant.

CONCLUSION

 Use  model of speech recognition based 
on artificial neural networks. Training the neural 
network approach is being developed using genetic 
algorithm. This approach will be implemented in 

the system identification numbers. Coming to the 
realization of the system of recognition of voice 
commands It is also planned to develop system of 
automatic recognition of speech keywords that are 
associated with the processing of telephone calls 
or area security.

 Reducing the likelihood of lower learning 
in local minimum, so you can talk about the 
following advantages of wavelet transforms target 
values:
1. Convergence acceleration due to the 

conversion of the gradient.
2. Improvement of the result accuracy.
3. Reduction in the number of iterations by 

greater initial localization solutions.
4. Decrease the probability of falling into a local 

minim mum.
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